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Abstract

The objective of this study is to apply Artificial Neural Network for heat transfer analysis of shell-and-tube heat
exchangers widdly used in power plants and refineries. Practical data was obtained by using industrial heat exchanger
operating in power generation department of Dura refinery. The commonly used Back Propagation (BP) agorithm was
used to train and test networks by divided the data to three samples (training, validation and testing data) to give more
approach data with actual case. Inputs of the neural network include inlet water temperature, inlet air temperature and
mass flow rate of air. Two outputs (exit water temperature to cooling tower and exit air temperature to second stage of
air compressor) were taken in ANN.

150 sets of data were generated in different days by the reference heat exchanger modd to training the network.
Regression between desired target and prediction ANN output for training , validation, testing and all samples show
reasonably values are equal to one (R=1) . 50 sets of data were generated to test the network and compare between
desired and predicated exit temperature (water temp. and air temp.) show a good agreement (+ 0.3%).

Keywords: Artificial neural network, Shell-and-tube heat exchanger, Outlet temperatures, training, validation and

testing.

1. Introduction

Heat exchangers are devices that facilitate the
exchange of heat between two fluids that are at
different temperatures while keeping them from
mixing with each other. Heat exchangers are
commonly used in practice in a wide range of
applications, from heating and air conditioning
systems in a household, to chemical processing
and power production in large plants. Different
heat transfer applications require different types
of hardware and different configurations of hest
transfer equipment. The most common type of
heat exchanger in industrial applications is the
shell-and-tube heat exchanger.

Analysis of heat exchanger needs some steps
like the choice of a method of solution (LMTD or
NTU) based on the type of application,
consideration fitted with environment of work and
determine the fouling factor and correction factor
from figures or experimental correlation. All these

steps give result with some error whene compared
with actual case.

A number of experimental and numerical
researches on the heat exchanger characteristics
have been conducted for several decades. Jian-Fei
Zhang'™ presented 3D numerical simulation of a
whole heat exchanger with middle-overlapped
helical baffles which is carried out by using
commercial codes of GAMBIT 2.3 and FLEUNT
6.3. The validation of the computational model is
performed by comparing the total pressure drop
and average Nusselt number of the whole heat
exchanger with experimental data. Reasonably
good agreement is obtained. Yusuf Ali Kara?
presented The program determines the overall
dimensions of the shell, the tube bundle, and
optimum heat transfer surface area required to
meet the specified heat transfer duty by
calculating minimum or alowable shell-side
pressure drop. Nasser Ghorbani™® presented an
experimental  investigation of the mixed
convection heat transfer in a cail-in-shell heat
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exchanger. The calculations were performed for
the steady-state and the experiments were
conducted for both laminar and turbulent flow
inside coil .The results indicated that the e-NTU
relation of the mixed convection heat exchangers
was the same as that of a pure counter-flow heat
exchanger.

The  Computational Intelligence  (CI)
techniques, such as Artificial Neural Networks
(ANNSs), have been successfully applied in many
scientific researches and engineering practices.
Several investigators have proposed (ANN)
modeling with experimental or theoretical work
for thermal engineering application. G.N.
Xid“lpresented Artificial Neural Network (ANN)
for heat transfer analysis of shell-and-tube heat
exchangers with segmental baffles or continuous
helical baffles. Limited experimental data was
obtained for training and testing neural network
configurations. The maximum deviation between
the predicted results and experimental data was
less than 2%. Comparison with correlation for
prediction shows superiority of ANN. Dheerendra
Vikram Singh® compare performances of three
training functions (TRAINBR, TRAINCGB and
TRAINCGF) used for training neural network for
predicting the value of the specific heat capacity
of working fluid. The comparison is shown on the
basis of percentage relative error, coefficient of
multiple determination R-square, root mean
sgquare error and sum of the square dueto error.

The goal of this study is to built artificial
neural network based on actual data to training
mode of shdl and tube heat exchanger by
dividing the data to three samples (training ,
validation and testing data ) to give more
approach data with actual case. Two outputs (exit
water temp. and exit air temp.) were taken in
ANN because of importance them for cooling
tower and air compressor connected with the heat
exchanger.

2. Heat Exchanger Database M odeling

Sufficient data samples are necessary for NN
model development. It is almost needed to take
more accuracy data from actual cases to represent
any mode. Shell-and-tube heat exchanger
working in Dura refinery used as reference model

to result sufficient data for NN training and
testing.

Air represented one of the important working
substance used in many devices in Dura refinery
especially in power service department. Multi
stage air compressor was used to produce
pressurized air. When the air is inter to each stage
of air compressor, its pressure and temperature
will increase. Therefore should be used heat
exchanger to decrease air temperature before the
next stage to safe the parts of air compressor.

Fig.(1) show the shell-and-tube Hesat
exchanger use in practical work. Heat exchanger
have the following specification: Mass flow rate
of water is (7 kg/s) diameter of shdl is
(609.6mm), one pass flow of shell (for air flow),
two pass flow of tube (for water flow), diameter
of tube is (15.9mm), number of tube is (46), the
tubes contain aluminum fins with (0.22mm)
thickness, the material of shell and tube is carbon
steel, and length of tube (2134mm).

The heat exchanger performance data with
different state parameters are generated by the
validated reference model. In total, 200 sets of
data were generated in different days by the
reference heat exchanger model. The data range
used for neural network training and testing is
listedin Table (1).

Table1,
Data Range of Input and Output Parameters.

I nput Range
parameters

Twi 28- 38°C

T.)i 155- 165 °C
M a 23- 24 Kg/s
Output Range
parameters

Twe 38- 48°C
Ta)e 54- 64°C
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Fig. 1. Shell-and-Tube Heat Exchanger usein Practical Work (Power Generation Department in Dura Refinery).

3. Input and Output Parameters

Proper sdection of input and output
parameters is the first step of NN model
development shown in Fig (2). Input parameters
for heat exchanger neural network modeling

include inlet water temperature T, ) , inlet air
temperature T, ), air flow rate ma . Output
parameters include exit water temperature T, ),
and exit air temperature T, ), .

T,)eand T, ).are very important output

parameters for two reasons, Firstly because output
parameters selection in this study refer to
performance level of heat exchanger operation,

Secondly because the known T, ), necessary to

calculate air flow rate needed to cool warm water
in cooling tower connected with heat exchanger
and the knownT, ) important for calculate the
change in water flow rate of heat exchanger to

avoid the danger limits of air temperature exit
when the air enter to next stage of air compressor.

D1= 609 6 mm
D2=7.62Cm
T) | D3=1524Cm
P M| L=2134 mm
— i J1 H
17 —
-

Fig. 2. Input and Outlet Propertiesof Heat Exchanger usein Practical Work with General Dimension.

4. Neural Network M odeling

The type of neural network used in this study
is the multilayer neural network (MLNN) with a
feed forward Back propagation learning rule.
Input vectors and the corresponding target vectors

14

are used to train a network until it can
approximate a function.

A feed-forward network has a layered (Il )
structure as shown in Fig.(3) . Each layer consists
of units which receive their input from units from
a layer directly below and send their output to

units in a layer directly above the unit. There are
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no connections within a layer. The N, inputs are

fed into the first layer of N, hidden units. The
input units are merely ‘fan-out' units; no
processing takes place in these units. The
activation of a hidden unit is a function f; of the

weighted inputs plus a bias. The output of the

hidden units is distributed over the next layer of
N, hidden units, until the last layer of hidden
units, of which the outputs are fed into a layer of
N, output units. "

Npi 1 Ny o2

Fig. 3. A Multi-Layer Network with | Layersof Units.

Depending on ddta rule, the activation is a
differentiable function of the total input, given by:
(8l

v = f(s0) ()
; P_o» p

In which Sk _a.ijyj +qk ..(2

Where: J

] =Number of eement (neuron)
k =Number of dement (neuron) k=1,....... K
p = Input pattern vector

yy =The activation values of the network when
input pattern vector p was input to the network.

S’ =The input to a set of neurons when input
pattern vector p is clamped.

Y[ =The activation values of element j of the

network when input pattern vector p was input to
the network;

w;, = The weight of the connection from unit j to
unit k

g, =The biasesto the units.

f =The activation function.

To get the correct generalization of the delta rule
we must set

15

1E®

Dijk =-9 ..(3

W.
The error messute EFis defined as the total
quadratic error for pattern (p) at the output units:

Ep_lgo(dp_ D)Z
—203:.1 o™ Yo ...(4)
Where

0 =An output unit.
g = Constant of proportionality.

B, =Modified of pattern p.
d? = The desired output of the network when
input pattern vector p was input to the network.

Y =The activation values of the network when
input pattern vector p was input to the network.

D,w, =gd/y} ...(5)
where

d,” =Product of two factors. One factor reflects

the change in error as a function of the output of
the unit and one reflecting the changég gthe
output as a function of changes in the input.
assumefirstly.

d; =(dy - y5)f(s)) ...(6)
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and secondly assume
Where

h =a hidden unit

k=h

go
dy = f(sP)a dg W (7)
o=1

Equations (6) and (7) give a recursive
procedure for computing thed 's for all units in
the network, which are then used to compute the
weight changes according to Equation (5). This
procedure constitutes the generalized deta rule
for afeed-forward network.

Working in back-propagation should by used
the all above equations and the steps of solution
are clarified in the following. When a learning
pattern is clamped, the activation values are
propagated to the output units, and the actual
network output is compared with the desired
output values, we usually end up with an error in
each of the output units. We have to bring the
error to zero.

The application of the generalized delta rule
thus involves two phases: During the first phase
the input x is presented and propagated forward
through the network to compute the output values

y? for each output unit. This output is compared
with its desired valued,, resulting in an error

signal d” for each output unit. The second phase

involves a backward pass through the network
during which the error signal is passed to each
unit in the network and appropriate weight
changes are calculated.

There are generally seven steps in the training
process working in back propagation: !

1. Start with random weights for the connections

2. Select an input vector x from the set of training
samples

3. The weight of a connection is adjusted by an
amount proportional to the product of an error
signad , in the unit k the input and the
output of the unit | are received sending this
signal along the connection.

4. Calculate the eror signal after choice the
activation function.

5. Theerror signal for a hidden unit is determined
recursively in terms of error signals of the
units to which it directly connects and the
weights of those connections.

6. The learning procedure requires that the

p

change in weight is proportional to . True

16

gradient descent requires that infinitesimal
steps are taken. The constant of proportionality
isthelearning rateg .

7. Make the change in weight dependent of the
past weight change by adding a momentum
term:

DNjk(t+l):gjkpyjp +aDij(t) -+(8)

Where
a =Modified weight connection.
t=Time

5. Neural Network Training

In artificial neural network all data are divided
to three kinds of samples. Thefirst kind (training)
presented to the network during training, and the
network is adjusted according to its error. The
second kind (validation) used to measure network
generalization, and to halt training when
generalization stops improving. The third kind
(testing) has no effect on training and so provides
an independent measure of network performance
during and after training. *”

Agood network should includ small mean
square error (MSE) for training data performance
and validation data performance. 150 sets of data
were generated by the reference heat exchanger
model useto train the network.

Here, the neural network with 1-3 layers
(hidden layer), 2-16 neurons is studied and results
mean square error for training and validation are
provided in Table ( 2 ). It 'is clear that 3 layers

with3neuron (T, ) , T, );and ma )ininput
layer , 16 neurons in hidden layers ,and 2 neuron
(T, ). and T, ). ) in output layer have less error
approach to zero.
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Table 2,
Results of Neural Networks.

No. of layer 1 2 3

No. of neuron  Type of (M SE)

2 Performance training 5.9*10-8 8.1*10-9 5.6*10n-12
Validation training 9.1*10-8 55109 5.4*10n-13
3 Performance training 1.5%10M-9 3.2¢10M0 6.2%10n-12
Validation training 8.3*10n-10 2.1*10M0 5.8*10n-13
4 Performance training 5*107-10 24510011 7.1*10M3
Validation training 9.5%10n-10 1.65*10M-11 8.2x10M14
6 Performance training 4.3*10M-11 1.34*10M-11 9.210n-15
Validation training 14*10M-11 1.24*10n-12 6.6*10"-16
8 Performance training 8*10M-11 6.210M-11 7.3*10n-16
Validation training 2*10M-11 2.3*10nM2 9.2%10n-17
10 Performance training 9.810M-11 3.810n-12 8.510n-17
Validation training 24510011 1.2x10M-12 1.2¥10"-18
12 Performance training 3.5710M11 4.1*10M-14 3.5*10M-19
Validation training 1.2¢10M-11 8.1*10n-13 1.8%10"-19
14 Performance training 2*10M-12 8.2*10M-14 7.410M-20
Validation training 4%10M-11 3.210n-14 4.9*10M-19
16 Performance training 9.6*10n-12 6.1*10"-16 2.33*10"-21
Validation training 5.210n-11 8.210n-15 5.23*10"-19
The goal of training is to find an optimum regression between desired target and prediction
answer of network. Fig. (4) show the training, ANN output for training , validation, testing and
validation and testing graph of developed network al samples. All outputs seem to track the targets
with 3 layers and 16 neurons. The graph resulted reasonably well and regression values are equal to
show a very good performance (very small mean one (R=1).

sgquare error) after 472 attempts. Fig. (5) illustrate
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Fig. 4. TheBest Training
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Fig. 5. Regression between Desired Target and Prediction ANN Output for Training, Validation, Testing and all
Samples.

6. Neural Network Testing to test the network .The results shown in Fig. (6)

illustrate the good agreement (+0.3% ) between

This study used 50 sets of data were that desired and predicated exit temperature (water
generated by the reference heat exchanger model temp. and air temp.) from heat exchanger.

Predicted exil lenpenlure ¢

Tremived cxit tomperarire

18
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Fig. 6. Desired and Predicated Output Data for Testing Neural Networ k

7. Conclusion

This paper presents (ANN) modeling approach
to the steam condenser performance. Experiment
were carried out to validate the ANN model.
Practical data was obtained from Heat exchanger
operation in Dura refinery and the data was
divided to three samples (training, validation and
testing data). Two outputs (exit water temp. and
exit air temp.) were taken in ANN.

After study 1-3 layers with 2-16 neuron, with
back propagation algorithm, the training and
testing of the results were carried out and the
output of network is created. Three layers with 16
neurons had the best answer and used in this
paper.

Comparing target data with experiment results
of exit water temperature and exit air temperature
showed the all outputs seem to track the targets
reasonably well and regression values are equal to
one(R=1) .

Compared with experiment results the exit
temperatures for water and air drops predicted by
the testing ANN is + 0.35% of data. All deviation
falsinto£1%.

With artificial NN exit temperatures for water and
air can be found without need to thermal hest
exchanger analysis.

The result of this study helps researchers to
study the thermal performance of devices (cooling
tower and air compressor) connected with heat
exchanger.
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