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Abstract:

The inverse kinematics of redundant manipulators has infinite solutions by using
conventional methods, so that, this work presents applicability of intelligent tool (artificial neural
network ANN) for finding one desired solution from these solutions. The inverse analysis and
trajectory planning of a three link redundant planar robot have been studied in this work using a
proposed dua neural networks model (DNNM), which shows a predictable time decreasing in the
training session. The effect of the number of the training sets on the DNNM output and the number
of NN layers have been studied. Severa trgectories have been implemented using point to point
trajectory planning algorithm with DNNM and the result shows good accuracy of the end effector

position for the desired trajectory.

Keywords:. inverse kinematics, robotics, neural network

Introduction:

The kinematics is the science of motion,
which deals with motion without consideration
of the forces that cause it. Within the science of
kinematics one should study the position,
velocity, acceleration, and al higher order
derivatives of the postion variables (with
respect to time or any other variable(s)). Hence,
the study of the kinematics of manipulators
refers to al the geometrical and time-based
properties of the motion. The relationships
between these motions and the forces and
torques, which cause them, are the problem of
dynamics[1].

There are two types of kinematics: the forward
and inverse kinematics. The forward kinematics
problem can be stated as follows. Given the
joint variables of the robot, one can determine
the position and orientation of the end effecter.
The joint variables are the angles between the
links in the case of revolute or rotationa joints,
and the link extension in the case of prismatic or
diding joints. The forward kinematics problem

is to be contrasted with the inverse kinematics
problem, which can be stated as follows. Given
a desired position and orientation for the end-
effecter of the robot, one can determine a set of
joint variables that achieve the desired position
and orientation [2].

Execution of a task by a robot generaly
reguires many movements of its end effecter.
The set of dtuations corresponding to these
moves define the geometrical tragectories of
the operations space. A trgectory is, therefore
defined by the application and the geometrical
congtraints of the robot and its environment. A
distinction is generally made between point-to-
point traectories and continuous path
trajectories, depending on the number of
geometrica  constraints applied to the
trajectory. Motion results from a particular
parametric description of the trgectory where
the parameter istime [3].

If the number of joints of the robotic arm

exceeds the dimenson of the tool-

configuration space, then robotic arm is said to
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be kinematically redundant. Robots with more
than six axes are always kinematically.

redundant. However it is also possible for robots
with fewer axes to be redundant if the
dimension of the tool-configuration space is

restricted [4].

Dexterity has been interpreted to mean different
physica concepts such as a measure of
kinematics feature over which a manipulator can
kinematically reach all
operation of manipulators with multiple,

actively powered fingers, and a globa measure

applied over a complete end-effecter trajectory.
In one way or another, the aim of considering
dexterity isto lead to robots which are similar to

the human arm since many desirable features are

ingeniously integrated in it and apparently

constitutes the ultimate model of a dexterous

robot. A dexterous device would have many
sensors since a high level understanding of the
stuations is of the extreme importance to
achieve complex tasks. It would have many
degrees of freedom (DOF), may be more than
a complete human arm [5].

There are many references that deal with
robot kinematics and trajectory planning; some
of them are mentioned below:

Robot kinematics generally includes forward
and inverse kinematics at the position, velocity,
and acceleration level. These constructs are
essential for the cartesan control of seria
manipulators. C. Kapoor and D. Tesar [6]
presented the development of a C++ class
library that supports the forward and inverse
kinematics of all possible geometries of serial
manipulators. Object-oriented analysis and
design are the primary software development
methodology used. Application of this
methodology led to the sub-divison of the
kinematics domain into forward and inverse
kinematics. Analysis of these sub-domains
resulted in their further sub-division,
identification ~ of  abstract  components,
development of classes, interface specifications,
and finally implementation and testing.

An approach to solve the inverse kinematics
problem for hyper-redundant planar
manipulators following any desired path was
presented by F. M. As [7], his approach is
based on defining virtual layers and dividing

orientations, the

them into virtual/real three-link or four-link
sub-robots. This approach starts by solving for
the inverse kinematics problem for the sub-
robot located in the lowest virtual layer. The
data obtained from the solution of this sub-
robot are used to solve the inverse kinematics
equations for the sub-robots located in the
upper virtual layers. The data obtained by
solving the equations of the sub-robots located
in each virtual layer affect the solutions of the
equations of the sub-robots located in both the
upper and lower virtual layers.

By J. Somlo, A. Sokolov, and V. Lukanyin
[8] carried out an attempt in order to develop
an automatic trajectory planning. It is shown
that different approaches to tragectory
planning are possible. These are 1. Time
optimal 2. Process optimal 3. Force effective
4.0ptimal  trapezoidal trajectory planning.
Redlization of al these tragectory-planning
principles can be automatized.

S. Yue and D. Henrich [9] focused on the
problem of point-to-point trajectory planning
for flexible redundant robot manipulators
(FRM) in joint space. Compared with
irredundant flexible manipulators, a FRM
possesses additional possibilities during point-
to-point trgectory planning due to its
kinematics redundancy. A trajectory planning
method to minimize vibration and/or
executing time of a point-to-point motion is
presented for FRM based on Genetic
Algorithms (GAs). Kinematics redundancy is
integrated into the presented method as
planning variables. Quadrinomial and quintic
polynomial are used to describe the segments
that connect the initial, intermediate, and final
points in joint space. The trajectory planning
of FRM is formulated as a problem of
optimization with constraints.

A method for solving the inverse kinematics
of a humanoid robot based on artificial neural
networksis presented by J. Delope, T.
Zarraonandiaand D. Maravall [10]. The inputs
of the network are the desired positions and
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Fig.1. Intermediate point on the point-to-point
path.

orientations of one foot with respect to the other
foot. The output is the joint coordinates that
make it possible to reach the goal configuration
of therobot leg.

Trajectory planning

Trajectory refers to a time history of
position, velocity and acceleration. Suppose
that the point-to-point trajectory is connected
by severa segments with continuous
acceleration at the intermediate via point (as
shown in figure 1). The intermediate  points
can be given as particular points that should be
passed through.

This is useful especially when there are
obstacles in the working area. If one wishes to
be able to specify the position, velocity, and
acceleration at the beginning and the end of a
path segment, a quadrinomial and a quintic
polynomial are required. Let us assume that
there are pm intermediate via points between
the initial and the final points. Between the
initial points to pm intermediate via points, a
guadrinomial is used to describe these segments
as[9];

xii+1(t) =ajo+aiti +aitf+aatt+aig (D

(i=0,.... pm-1) ()]

(a0,...,aid) are constants and ti is the time from
the last intermediate point to the moment. The
constrains are given as.

Xi = @io 3

Xi +1=aj0+aitTi +ai2T2+ajaTE+aigT4 (4)

ki =ai1 ©)

ki+1=aj1t2 aj2Tj +3 ai3T,2+4 ai4T,3 (6)

(7)

i =2 a2

where Ti is the executing time from point i to
point i +1. The five unknowns can be solved
as.

Qo= X (8)
an=X% 9
aj2=&/ 2 (10)

2 Xj+1" X +1Ti- 4 X0 (11)
a3~ ¢ ) T

e' 3 ﬁ|T|' &Q|Ti g

afi +1Ti- 3 X +1+3 X0 (12)
=G R
a4 g+ GTi + 2/ : TI

The intermediate point i +1’s acceleration can
be obtained as:

& +1=2 aj2t6 aj3Tjt12 ai4T,2 (13)

The segment between the number pm of
intermediate points and the final point can be
described by quitic polynomial as.

xi i +1(1) =bjo+biitj +bj2t?+bj: 14
+biati+bist?

where (i= pm) and the constraints are given as.

Xi =bjo (15)
Xi +1= bio+biaTi +bj2T2+bjgTE (10
+bigT {H+bisTP

i = bio (17)

% +1=bi1*2 bioTj +3 bjgTf+ (18)
4 bigTE+5 bisT{

& =2 bj2 (19)
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Ki+1=2 bj2+6 bi3Tjt (20)
12 bjgT+20 bisT?

and these constraints specify a linear set of six
equations with six unknowns whose solution is:

bio = Xi (21)
bi1 = &j (22)
bio=&/ 2 (23)
20 Xi+1° 20 Xi- 6 (24
Ca8 K 10 -
biz=S ' oTy- ? OT.ZZ
98+12 ﬂlﬂ ﬂ|+1ﬂ N
8 B
/2 T3
%0 Xj-30 Xj+1t 0 (25)
biga = 98é4i(|+10 e )T2:
+16ﬁ| ;a % +1/ ' 5
/2 Th
(26)

8&2 Xi+1-12 Xj

3 SN
§ &6 % i +1

/2 TP

Q- O

Using neural networksin robot kinematics
From above, it is clear that in order to
perform end effecter postion control of a
robotic manipulator, two problems need to be
solved [11]:
1. Inverse kinematics problem: Given
the Cartesian coordinates of the end effecter,
specified either as a single point or as a set of
points on a trgjectory, joint angles need to be
found.
2. Target postion control: Given the
final end effecter postion, a joint angles
sequence suitable for achieving the fina
position needs to be found.
In this work a dual NN model has been
designed in order to find the inverse solution

for three degrees of freedom redundant
planner robot. Each architecture of these NN
exist of three layers backpropagation
networks. The first network is used to find the
joint angles to reach the desired point when it
located in the circular work area with a
maximum radius equa to (rmax/2) or
(maximum reach/2). The second network is
used to find the joint angles associated with
remaining points in the robot work area, that
means

(maximum reach/2) < r < (maximum reach).
Each of these two networks has three layers.
There are nineteen input vectors with two
elements, and there are ten neurons in the first
hidden layer, twenty five neurons in the
second hidden layer and three neurons in the
third (output) layer. The transfer functions in
the input and output layers are (purelin) and
the hidden layer transfer functions are
(logsig).

Case studies

A planar articulated robot with three links is
used in the following case studies. The robot
has one redundant freedom in terms of
positioning. The first link has the length of
(L1=4 unit), the second link has the length of
(L3=3 unit), and the third link has the length
of (L2=2 unit). All the cases are simulated in
the horizonta plane.

Inverse Kinematics

If the global angle (gs) which is equal to the
summation of the three local angles (01,02,03)
takes any random value then the x and y
coordinates of the end of second link can be
easily found by using the conventional inverse
solution[1], where

r (27)
+ 4/1- r2

q2=tn" 1

Where r can be found from:

dx 2+ dy 2- f L% (28)
r =
2,2
2 LfLS
dy 29
q1=tn 1— - tgn -1 L2852 (29)
dx L1+t L2c2
O3= 01102103 (30)



Dr. Bahaa | br aheem K azem

/Al-khwarizmi Engineering Journal ,Vol.3, No.1, PP 1-11 (2007)

then
03= Oz- 01-602

Where dx & dy are the x and y coordinates of
the end of the second link. It is clear from the
previous equations that there are two solutions
for any vaue of qs, but there are infinite
possihilities for the value of gs, hence there are
infinite solutions to the three links arm to reach
any point inside the work space, therefore the
neural network is used to find one desred
solution.

To find the joint angles of the articulated robot
in order to reach the point of (x =-2.2 unit) and
(y = 4.6 unit), figure (2) shows the solution of

this case.

. 0
Tre Secorivele f targt poit

@ (b)

1 0 1 1 0 1
“The Xcoordinate oftarget point “The X-coordinate oftarget point

© (d)

Fig. 2 .The end effecter at point (x=-2.2 unit)
and (y=4.6 unit)
(@ two hidden layers N.N. and (19) training sets
(b) two hidden layers N.N. and (37) training sets
(c) singlelayer N.N. and (19) training sets
(d) single layer N.N. and (37) training sets
The tables (1) & (2) show the value of error by
using the N.N. technique:
Where the error was found by using the
following equation:

2 20
= d- +(yd- -
e \/gx xnn) “+('yd- ynn) *

where xd : the desired x-coordinate of target

point.

XNN

. the x-coordinate of the target
point from the neural networks.

yd : the desired y-coordinate of target

point.

yNN : the y-coordinate of the target point
from the neural networks.

Table (1) error by using two hidden layers

N.N.
no.of
ts | 0i(deg) | 6(deg) | 6s(deg)
19 49,6488 118.0402 -12.1608
37 50.0103 117.2505 -12.4518
Xd . . . Error
(unit) yd(unit) Xnn (Unit) ynn(unit) (unit)
22 46 -2.1608 45180 0‘%90
22 46 -2.1653 45770 0‘?141

Table (2) error by using single layer

N.N.

no.of | 6y(deg) tx(deg) t5(deg)

t.s.

19 51.2902 116.3237 -13.6137

37 50.4623 117.4577 -13.3115

Xd ya(unit) Xnn (Unit) yan(unit) Error

(unit) (unit)

-2.2 46 -2.2263 4.6415 0.049
1

-2.2 46 -2.1940 45703 0.030
3

Point To Point Trajectory Planning

In first case study the training sets are
(19) and the network used is a two hidden
layers N.N., where the end effector is moved
from the start point (x=-3, y=-5, vx=1, vy=2,
ax=1, ay=0) to the target point (x=5, y=2,
vx=0, vy=0, ax=0, ay=0) but the end effector
is passing through the intermediate point (x=-
1, y=-2, vx=2, vy=1) and the desired time for
moving the end effector from the first point to
the intermediate point is (2 second), and the
time for moving the end effector from the
intermediate point to the target point is (3
second).By using the equations of the
trgectory planning, the (x) and (y)
coordinates, and therr first and second
derivatives with time can be found.

The desired path of the end effecter
from the first point to the target point passing
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through the intermediate point is shown in
figure (3)

x(urfli‘t)
Fig. 3. The desired point-to-point path

The x & y coordinates of the desired
path with time are shown in figure (4):

| | 1 1 1 | | 1 1
il 0.5 1 1.5 2 28 3 35 4 45 5
time(sec)

Fig. 4 . Thex & y coordinates of desired path
with respect to time
The first time derivative of the x & vy

coordinates, i.e. (vx)&(vy) with respect to time
is shown in figure (5):

35

3t

251

. . . . . . . . .
05 1 15 2 25 3 348 4 45 ]
time{zec)

Fig. 5.vx & vy versustime

The second time derivative of thex & y
coordinates, i.e. (ax) & (ay) with respect to
time is shown in figure (6):

| a>;(unilt /szﬁ

. . . . . . . . .
0 05 1 1.8 2 28 3 3.8 4 4.8 5
time(sec)

Fig. 6. ax & ay versustime
The first, second & third joints angle with
respect to time are shown in figure (7):

180 T T L

_ e — e
F

7 1oof 0,(dleg)

Ed

H
2 AOF

[,
4
/

L L L L L . L L L
os 1 148 2 25 3 345 4 45 =1
timelsec)

Fig. 7. 01, 02 & 03 versustime

Figure (8) shows both of the real and desired

paths of the arm.
2 T /(
: e
. y(unit) o e
X(unit)
N.N. path |
desired path|
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point (x=-3, y=-5, vx=1, vy=2, ax=1, ay=0) to

Fig. 8.Thereal and desired paths of the arm the target point (x=5, y=2, vx=0, vy=0, ax=0,

_ _ _ ay=0) but the end effector is passing through

The configuration of the three links planar the intermediate point (x=-1, y=-2, vx=2,
articulated robot is shown in figure (9). vy=1) and the desired time for moving the end
G effector from the first point to the intermediate

point is (2 second), and the time for
moving the end effector from the intermediate
point to the target point is (3 second).
The first, second & third joints angle with
respect to time are shown in figure (11):

NI

=

y(unite |
3k 150 B —
At 100 b Gz(deg)
I T T R R I R R "’
Fig. 9. The configif##iBn of the arm O o™ 1
50l 03(deg) - —
To find the error between the desired trgectory l /
and neural network trgjectory, one can calculate 150 / 0y(deg)
the error between some points along them. It is .zoo\ S/
the best method to find the accuracy of the

neural network method; there are forty one o e 1 as 2 28 o ss 4 a5 s
points along the desired trgjectory and neura
network trajectory which are used to find the

error, where the error in each point is found by Figure (12) shows both of the real and desired
using the equation (31).Figure (10) shows the

Fig. 11. 04, 62 & 63 versustime

error versus the distance of the end effector paths of the arm.
from the base.
3
7 i |
0.6 J

) \ | e

Error / A /
o2 / y(unit) /// o
0.2 £ w yat B I /
o VJ \ AN — N.N.pah
// \ |~ N A desired path
01 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
r(unit) 0 1 2 ’3 4 5
Fig.10 .The error versus the distance from the base X(unit
The second case is smilar to the Fig. 12. Thereal and desired paths of the arm

previous case but the training sets are (37) and
the network used has a two hidden layers N.N.,
where the end effector is moved from the start
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The configuration of the robot is shown
in figure (13); Figure (14) shows the error

versus the distance of the end effector from the 150
base. 0,(dleg)
3 , ‘ , , , , , , 100[
s p 50+
ol . 03(deg)
TE % 50f P
al ] ® 100 ) .
y(unit) 0,(deg)
sl i 150}
3t ] 200 \//
_4 L i _250 I L L I L I L L I
0 0.5 1 15 2 25 3 35 4 45 5
time(s)
_5 I | 1 1 1 1 1 1
-4 3 2 1 0 1 2 3 4 5
x(unit) Fig.15. 01, 62 & 03 versustime
Fig. 13 .The configuration of the arm . \
0.35 0 _—
o2 }\ y(un-i%f //—/’"/
0.25 \ Al -
( \ N.N. path
] \ desired path
0.15 ’ \
0.05 “‘ 77, ﬂ / \v \\\ -:-3 ‘2 ‘1 6 X(u‘lnit) ‘2 ‘3 ll ’
e Fig. 16. Thereal and desired paths of the arm
r(unit)

Fig 14. The error versus the distance from the
base

The same case is studied by using the single
layer NN instead of two hidden layers NN,
when the training sets are (15) we got the
results shown in the following figures. And
when the training sets are (37) we got the
results shown in the following figures.
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y(unit)

ig. 17. The configuration of the arm

0.35

0.3

0.25

0.2

error(unit)

0.15

01 —

0.05

0

1 15 2 25 3 35 4 45 5 5.5 6
r(unit)

Fig. 18 .The error versus the distance from the

base
50— e
100 0,(deg)
sof
- o
5 ol /
-150t / O1(deg)
200 \ e /
B0 05 1 15 2 25 3 85 4 45

time(s)

Figure 19 04, 062 & 63 versustime

2

P
o /
-1t —
_ /
y(unit T
3k
4 — N.N. path
_ - desired path
51
-6

. . . . . . L L
-4 -3 -2 -1 0 1 2 3 4 5
x(unit)

Fig.20 .The real and desired paths of the arm

Conclusions
The major observations of this work
can be summarized as follows:

8 For a redundant robot the inverse
kinematics has infinite numbe— of solutions,
but

8  when using the neura network method
there is only one desired solution from these
infinite

§  solutions, since the training session is
done using the non-singular set of solution.

X(unit)

Fig. 21. The configuration of the arm
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error(unit)

e

( "\ A
0.05 A\ ——t
| N AN

0

1 1.5 2 2.5 3 35 4 45 5 5.5 6
r(unit)

Fig. 22. The error versus the distance from the
base

§ In conventional methods for the inverse
kinematics, one must find the joint space
singularity in order to avoid it, but when using
the neural network method there is no need to
find the joint space singularity because this
method gives one desired solution only.

§ Since the neural network method is an
approximation method, the results show that the
obtained solution from the proposed neura
network model is depends on the initial weights
in training session. i.e. the use of a neura
network decreases the repeatability for
kinematics solution of the manipulator arm.
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