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Abstract

Products’ quality inspection is an important stage in every production route, in which the quality of the produced goods is estimated and compared with the desired specifications. With traditional inspection, the process rely on manual methods that generates various costs and large time consumption. On the contrary, today’s inspection systems that use modern techniques like computer vision, are more accurate and efficient. However, the amount of work needed to build a computer vision system based on classic techniques is relatively large, due to the issue of manually selecting and extracting features from digital images, which also produces labor costs for the system engineers.

In this research, we present an adopted approach based on convolutional neural networks to design a system for quality inspection with high level of accuracy and low cost. The system is designed using transfer learning to transfer layers from a previously trained model and a fully connected neural network to classify the product’s condition into healthy or damaged. Helical gears were used as the inspected object and three cameras with differing resolutions were used to evaluate the system with colored and grayscale images. Experimental results showed high accuracy levels with colored images and even higher accuracies with grayscale images at every resolution, emphasizing the ability to build an inspection system at low costs, ease of construction and automatic extraction of image features.
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1. Introduction

Traditional layouts, has consistently been a drawback with regards to an excellent product. Manual inspection is one of the problems that adds to inferior production. Thus, quality inspection (QI) is considered as one of the most important stages in the flow of production, which decides if the item has conformed to the ideal specifications, and fit to be packed or it should be turned into scrap. However, sometimes an item can be reprocessed, in which the damage can be relatively small such as bad surface finish.

There are numerous devices that are utilized for QI, contingent upon the necessary inspection task. Conventionally, experts took care of the vast majority of those assignments manually, yet those techniques were not proficient. They did not just increase lead times, yet additionally expanded labor and product costs, lower rate of production, and eventually prompted a decrease in income. These days, QI experts and designers, lean towards discovering advanced solutions and new methodologies, to achieve the objective of ideal quality at low expenses, and less consumption of time. Inspection is considered as a tool within quality control, which distinguishes the defects
and assures the level of quality of the product, new methodologies that achieve this task comprise of: inspection systems that are fully automated rather than manual techniques, sensors systems to perform on-line assessment rather than off-line review [1].

Since QI is an important stage in the production cycle, attention must be focused on its methodological improvement. To satisfy this demand; advanced technologies such as computer vision (CV), which is one of the artificial intelligence (AI) applications should be used. This technology gives frameworks the ability to interpret the visual world by using Deep learning (DL) models and digital images, in which the machine can distinguish and classify the objects. Generally, gears are recognized as essential components in any machine, they can be found separated or working together in a gearbox to manipulate the movement of wheels. Since gears play an essential role in machinery, they must be manufactured carefully. Therefore, optimum quality of gears must be obtained and that can be assured by performing inspection on the produced gears.

Recent progresses that are concerned with the inspection of gears have broadly utilized mathematical analysis strategies to achieve inspection tasks, for example, detection of plastic gear defects with image processing [2], using wavelet transform for fault detection of planetary gears system [3], detection of gear faults using: morlet-wavelet filter [4], adaptive wavelet threshold de-noising [5] and cosine similarity, wavelet transform and Hilbert transform [6]. Moreover, gear faults diagnosis using: adaptive impulsive wavelet transform [7], utilizing extreme learning machines and numerical simulation [8], discrete wavelet packet for feature selection of gear faults [9] and inspection of polymer spur gears [10]. Advanced technologies like AI and CV are also employed for inspection, such as: using machine vision for spur gears parameters measurement [11], using CV to detect gear tooth number [12], using artificial vision for quality control of spur gears [13], inspection of gear faults using support vector machines (SVMs) and artificial neural networks (ANNs) [14], determining fine-pitch gears centers using machine vision [15], gear faults with convolutional neural networks (CNNs) [16], gears diagnosis using CNNs [17] and inspection of plastic gears using ANN and SVM based method [18]. AI and CV are also used for other AI inspection related application like: dimensions inspection with machine vision [19], detection of defects in products [20], sugarcane varieties inspection [21], welding inspection [22] inspection of optical laser welding [23] and inspection of aerospace components [24]. Vibrations signals were the source information in most of the gears related literature mentioned above.

Therefore, to stay updated with the state of the art, in this research, we present a transfer learning approach that is based on CNNs to classify helical gears into healthy and defected classes in attempt to build an accurate, low cost inspection system with automatic features extraction. Since this methodology depends on neural networks, manual features extraction was not involved. Also, the issue of lacking data is bypassed by using a deep neural network (DNN) that was previously trained on (1.2 million) pictures from ImageNet [25]. The parameters from the trained network are imported to the new architecture as the initial segment and an undeveloped neural network fills in as the subsequent part, which accommodates the task of gears faults identification. The subsequent part is trained on test data that comprised of 4000 pictures. As will be demonstrated later, a high accuracy system can be established at low expenses and with no preprocessing methods for the extraction of features.

Despite the fact that features extraction with the empirical and manual techniques indicated success at various levels, evidently their applicability depends on the features that are extracted from the analysis and may not function on other systems. This method is referred to as a descriptive analysis, in which the analyzer needs to gather process information, assemble a hypotheses on information patterns, and compare the results of the descriptive model with the genuine results to verify the hypotheses [26]. However, it is unsafe to form this type of models, as there is a risk of not modeling some of the variables that scientists and engineers do not include due to lack of information or not understanding the problem [27].

On the other hand, predictive analysis, finds the rules that underlie a phenomenon and establishes a predictive model that limits errors between the desired and the predicted results, with all the involved factors taking into consideration [26]. In contrast with conventional CV techniques, predictive analysis is used by DL to solve issues, which grant DL the advantage of reaching high accuracies with CV applications such as image classification, semantic segmentation and object detection. Since DL relies upon DNNs that are trained rather than
programmed, applications that depend on this strategy involves basic analysis, calibrating and exploit the huge amount of information that is accessible today within every system. Moreover, DL is viewed as a truly adaptable technique as CNNs structures can be re-employed for custom data with various applications by training them again, unlike conventional algorithms which are generally intended for a particular domain [28].

The remainder of this paper is organized in the following matter, in section two, CNNs are briefly introduced, transfer learning and the proposed architecture, in section three experimental work with training and evaluation are explored, results and discussion are elaborated in section four, and finishing with sections five and six by including the conclusions and the used references respectively.

2. Convolutional Neural Networks

A convolutional neural network (or CNN) is one of the DL algorithms that is similar to the neurons connections in the visual cortex of the animals [29]. The CNNs are considered as a form of DNNs, because they are consist of many layers, as appeared in Fig. 1. CNNs utilize a linear operation called convolution Rather than general multiplication of matrices, which is used by standard ANNs [30]. They are referred to as the most accurate object detection/recognition algorithm, and like different DNNs, they rely upon substantial amounts of data to be trained and give accurate results. This algorithm learns every filter and extract features automatically in contrast to other manual algorithms.

As appeared in Fig. 1, a typical architecture for a CNN comprises of convolutional layers, an activation function (for example ReLU), a pooling layer (for example max pooling), and a flattened layer. A single vector is produced by flattening the pooled images, the vector is then used as an input for a fully connected ANN for the processing of the features. After training through forward propagation and backpropagation with a number of epochs, the last network will be prepared to give the decision on the image class that is intended to search for.

![Fig. 1. Typical CNN architecture.](image)

**Convolutional Layer:** In mathematics, convolution is an operation that describes the mixing of two information sources. When images are being convolved, the two information sources are the convolution filter (kernel) that is a matrix of (e.g. $5 \times 5$ or $3 \times 3$) used for edge detection, sharpening or any other image processing algorithm, and the image pixels matrices, in which there are three that represent each color channel (RGB channels) or one if it is a grayscale image. The two sources convolve into a map of features after applying a dot product between them, as illustrated in Fig. 2.
Fig. 2. Convolution operation.

A feature map is the result of the values that are convolved, which highlights an image feature, additionally multiple feature maps can be possessed by a convolutional layer that highlight more than one feature. A neuron's filter window (receptive field) moves over the image, contingent upon the size of the stride.

ReLU: Images possess high non-linearity, and the used network needs to be capable of training on that nature. However, when convolution is applied, it causes an expansion in the input’s linearity. Thus, to recover the non-linearity, an activation function must be used to convert the values of the input, as appeared in Equation 1:

\[ y = f(\sum_{i=1}^{m} (a_i b_j) + c), m = 2, 3, 4... \] ... (1)

where \( f \) is an activation function and \( y \) is the output of the neuron. The value of the input in this equation comprise of a single layer perceptron, with \( a_i \) being an input value, \( b_j \) as the connector weight and \( c \) representing the value of the bias. This function plays a major role as it increases the non-linearity in the network by multiplying it with the feature maps. This function was utilized in this research as it is capable of training the network at a rate that is higher than any activation function.

With ReLU function, the output value is \( z \) if the input \( z \) is positive and 0 if it is not, as it can be seen in Equation 2:

\[ f(z) = \max(z, 0) \] ... (2)

where \( f(z) \) refers to the output of the activation function.

Pooling: The output of the convolutional layer (feature maps) is affected by an operation called pooling in which it reduces its dimensionality by decreasing the pixels count (as illustrated in Fig. 3). This process results in spatial variance reduction as it removes unimportant details, and this is accomplished by taking the receptive field’s maximum value in case of max pooling, or the average value in case of average pooling, in which both of those operations are used in this research.

Fig. 3. Pooling Operation.

Pooling (equation 3) makes objects recognition much easier in spite of their location in the image, not to mention that diminishing the count of pixels implies there are less parameters to tune, which eliminates overfitting. Pooling is fairly like convolution, in the sense that the size of filters, the type of padding and stride must be selected.

\[ q(z) = \max_{a,b \in R_{ij}} z_{ab} \] ... (3)

where \( q(z) \) represents the pooling function and \( z_{ab} \) is the value of the pixel on the \( a \)-th row and \( b \)-th column of the filter window \( (R_{ij}) \). Max
pooling focuses on the pixels that are important; in which the pixels with high values are thought of as the ones that are highly activated. According to [31], max pooling showed superior performance when compared with average pooling. It has been utilized in many advanced models [32, 33, 34, 35].

**Global Average Pooling:** a global average pooling (GAP) is a type of pooling that is applied onto the dimensions of the tensor until every dimension is converted to one, in which; this process decreases the trainable parameters and reduces overfitting. A layer of GAP has been used in this research instead of a flattening layer, as it showed better performance.

### 2.1 Transfer Learning

To upscale the performance of a CNN, a number of modifications can be executed like increasing the number of hidden layers or neurons. But that action can cause an increase in the number of trainable parameters, which requires more data. The effect of data amount on the performance of the network is depicted in Fig. 4.

Although large-scale networks performance is superior to different techniques, it still contingent upon the size of training data. But, transfer learning on the other hand can achieve a remarkable performance which can be compared custom CNNs using small datasets [36, 37]. By utilizing parameters (knowledge) gained from prior tasks that have a sufficient dataset, transfer learning can be used with insufficient data. Instead of using a custom CNN, which would result in issues with its performance. With this methodology, the primary m layers of the network that are already trained, are transferred to another network with untrained layers that would use the new target’s data to train with. Generally, the transferred m layers are trained to be features extractors when applied on input data, in which they do not depend on the domain of the application.

Transfer learning is considered as a solution to the problem of small datasets, as recent studies proved that the main layers (pooling, ReLU and convolution) for a CNN, serve as a features extraction tool regardless of the target task, as for the rest of the layers (classification and sigmoid), they are associated with task [38, 39]. However, there were insufficient data to build a network from scratch for this research. Therefore, transfer learning approach was used to construct a classifier for the purpose of QI, to classify helical gears into damaged and healthy gears. The used trained model was the DenseNet121, which will be discussed in the following section.

![Fig. 4. Performance of learning approaches vs. data size.](image)

### 2.3 Implemented Architecture

DenseNet (or dense convolutional neural network) is a huge CNN that comprises 121 layers, created by a group of analysts [40]. The layers in this network are connected in a feed forward arrangement, in order that each layer receives feature maps as inputs that came from previous layers. The feature maps from this layer are also employed as inputs to the following layers. Regular CNNs with m layers have just m connections, in which there is one connection between every two layers, however DenseNet has \( m(m+1)/2 \) straight connections. The design of the network include 121 layers shaped as 4 dense blocks, comprising convolutional and other layers between for information flow improvement among layers, as illustrated in Table 1 [40]. The trainable classification layer is also shown in the table.
Table 1, Transferred and trainable layers.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transferred 1 (Conv.)</td>
<td>Convolution</td>
</tr>
<tr>
<td>Transferred 2 (Pooling)</td>
<td>Max Pooling</td>
</tr>
<tr>
<td>Transferred 3</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Dense Block 1)</td>
<td>Convolution × 6</td>
</tr>
<tr>
<td>Transferred 4</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Transition 1)</td>
<td>Average Pooling</td>
</tr>
<tr>
<td>Transferred 5</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Dense Block 2)</td>
<td>Convolution × 12</td>
</tr>
<tr>
<td>Transferred 6</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Transition 2)</td>
<td>Average Pooling</td>
</tr>
<tr>
<td>Transferred 7</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Dense Block 3)</td>
<td>Convolution × 24</td>
</tr>
<tr>
<td>Transferred 8</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Transition 3)</td>
<td>Average Pooling</td>
</tr>
<tr>
<td>Transferred 9</td>
<td>Convolution</td>
</tr>
<tr>
<td>(Dense Block 4)</td>
<td>Convolution × 16</td>
</tr>
<tr>
<td>Transferred 10</td>
<td>Global Average Pooling</td>
</tr>
<tr>
<td>(Classification)</td>
<td>Fully Connected</td>
</tr>
<tr>
<td>To be trained</td>
<td>256D Fully Connected</td>
</tr>
<tr>
<td>(Classification)</td>
<td>50 % Dropout</td>
</tr>
<tr>
<td></td>
<td>1D Sigmoid</td>
</tr>
</tbody>
</table>

3. Experimental Work

To collect the data, a phone camera was used to capture 4000 images with different backgrounds for training and validation (Fig. 5). The object (helical gear) was taken from the gearbox of an automobile’s transmission unit. The gear serves as an important part for the gearbox dynamics because it transmits power between axles.

An open-source web based development environment known as Jupyter Notebook was used to develop the model and execute different data manipulation operations using Python.

After feeding the images into the notebook, they were converted to pixels grids that describe the red green blue (RGB) image, then decoded into three dimensional matrices (floating point tensors), because CNNs works with three dimensional matrices only. Since the DenseNet121 was trained with images of size (224 x 224) pixels, then it was only reasonable to convert the training images into that size. The final step in preprocessing was to rescale the values of the pixels to values between 0 and 1 by dividing by 255.

3.1 Model Training

Training refers to the process of optimizing the weights and biases of a network. Optimizers are employed to update the values of those biases and weights continuously until the global minimum point is reached. Adam optimizer was the employed optimizer for this research. To estimate the error within the network, binary cross-entropy function was used as the cost function:

\[
\text{Error} = - \frac{1}{M} \sum_{k=1}^{M} (R \cdot \log(Y)) \quad \ldots(4)
\]

where M refers to the number of the model’s training data, R is the goal value and Y is the output value (prediction). A (log) term used in the equation to provoke accentuation onto the right predictions.

Since insufficient data was used for this research, hyperparameters tuning was mandatory to avoid overfitting. 18 trials were performed using an application programming interface called Keras, moreover, dummy data was added to the training dataset by using data augmentation method, to upscale the data.

DL models consist of millions of parameters that requires a massive amount of calculations. So, to perform those calculations, a large computing power was required especially GPU power, as DL trains faster on GPUs than on CPUs, a CPU was also needed to perform data augmentation processes. The used GPU was NVIDIA GeForce GTX 1660Ti (6GB) and the CPU was Intel Core i7-9750H.
3.2 Model Evaluation

Following the training and validation stage, a final test stage is mandatory to confirm the success of the training. The system had to be tested to evaluate its performance with new data, in the sense that the model should be able to classify unseen gear images, as it was trained to identify the damaged gears from the ones in a healthy condition.

Therefore, to perform the evaluation, 30 colored images (RGB) were captured by 3 different cameras with differing resolutions of 24, 8 and 5 Mega-pixels, to test the model classification accuracy. Moreover, 12 grayscale images were also tested to explore the model versatility with images. The whole process was carried out in the same “Jupyter Notebook” environment, using Python to upload and initiate the model, in addition to building a function to convert the inserted images’ size to the standard DenseNet121’s (224 × 224) pixels.

4. Experimental Results

Experiments have been performed to select the proper model for transfer learning, and to show how it is more suitable for small datasets. Moreover, system assessment has also been done to explore its limitations and are all shown in the following sections.

4.1 Training Results

The trials results showed how using transfer learning can achieve a better performance than building a model from scratch, in terms of easier implementation. Moreover, several encountered issues were observed from the trials that could be discussed. Firstly, the issue of training time, which was resolved using more powerful hardware. And that is one of the drawbacks of DL, in which larger systems would require stronger GPUs to train at a reasonable rate. But this problem can still be avoided by using online cloud services like (Alibaba, AWS, Google Colab…etc.) that provide development environments.

The second issue is the high divergence between the losses of training and validation, which convey the significance of the occurring overfitting (as shown in Fig. 6), and also that the model is becoming stuck at local minimum points. This is a common issue when dealing with neural networks, especially with insufficient data, the network fails to generalize to the validation set which means the model will not be able to identify unseen information.

A bundle of solutions distributed separately and combined within trials were used to prevent overtraining. The effect of the used methods like data augmentation and dropout was observed throughout the trials, as the reduction of training parameters and the addition of dummy data contributed in minimizing the cost function.

Fig. 6. Using VGG16 model in trial 2.

Last issue encountered was selecting the proper architecture. Pre-trained models that were used like Xception, VGG16 and ResNet50 failed to provide the desired performance; as not every pre-trained model can be used in transfer learning for a custom target dataset. The proper model can either be selected by tediously testing several architectures or by using a selection technique like the one proposed in [41].
It was observed from trial 14 and up that tweaking the hyperparameters was improving the model, especially with the DenseNet121 model, as the model showed a noticeable enhancement, conveying the effect of the used architecture and the importance of selecting the proper one. Trial 18, reflected an outstanding performance with 98.43% validation accuracy and high convergence between the training and the validations losses (as shown in Fig. 7), that means that the network was able to converge towards the global minimum point.

![Fig. 7. Using DenseNet121 model in trial 18.](image)

4.2 Evaluation Results
   a. Colored Images (RGB)

To evaluate the model, and test its ability to distinguish the damaged gears from the ones in a healthy condition, it was mandatory to be tested on unseen images; and observe how accurately it will perform.

Table 2, Illustrates the model evaluation results.

<table>
<thead>
<tr>
<th>No.</th>
<th>24 Mega-pixels</th>
<th>8 Mega-pixels</th>
<th>5 Mega-pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9988</td>
<td>0.9961</td>
<td>0.9770</td>
</tr>
<tr>
<td>2</td>
<td>0.9786</td>
<td>0.9763</td>
<td>0.9957</td>
</tr>
<tr>
<td>3</td>
<td>0.9974</td>
<td>0.9697</td>
<td>0.9422</td>
</tr>
<tr>
<td>4</td>
<td>0.9951</td>
<td>0.9907</td>
<td>0.9602</td>
</tr>
<tr>
<td>5</td>
<td>0.9854</td>
<td>0.9936</td>
<td>0.9343</td>
</tr>
<tr>
<td>6</td>
<td>1.000</td>
<td>0.9995</td>
<td>0.9883</td>
</tr>
<tr>
<td>7</td>
<td>0.9931</td>
<td>1.000</td>
<td>0.9930</td>
</tr>
<tr>
<td>8</td>
<td>0.9959</td>
<td>0.9966</td>
<td>0.9914</td>
</tr>
<tr>
<td>9</td>
<td>0.9961</td>
<td>0.9911</td>
<td>0.9991</td>
</tr>
<tr>
<td>10</td>
<td>0.9801</td>
<td>0.9914</td>
<td>0.9985</td>
</tr>
<tr>
<td>Sum</td>
<td>99.20</td>
<td>99.05</td>
<td>97.79</td>
</tr>
<tr>
<td>%</td>
<td>99.20</td>
<td>99.05</td>
<td>97.79</td>
</tr>
</tbody>
</table>

The accuracy results shown in Table 2, implies that the camera resolution had a very small effect on the system performance. Moreover, the model memorized and identified the object attributes with high certainty, which means low-resolution cameras can be used for QI systems. Those cameras can be purchased at low costs.

b. Grayscale Images

More images were tested for evaluation (table 3), but those images were in a black and white format, to see if the model is susceptible to color information.

Table 3, Shows a comparison between grayscale and RGB images.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Metrics</th>
<th>Grayscale (%)</th>
<th>RGB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 mega-pixels</td>
<td>Accuracy</td>
<td>99.57</td>
<td>91.13</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>99.78</td>
<td>99.71</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>83.77</td>
<td>73.14</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>93.04</td>
<td>90.15</td>
</tr>
<tr>
<td>8 mega-pixels</td>
<td>Accuracy</td>
<td>99.05</td>
<td>98.46</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>95.28</td>
<td>94.69</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>99.90</td>
<td>99.88</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>98.12</td>
<td>97.63</td>
</tr>
<tr>
<td>5 mega-pixels</td>
<td>Accuracy</td>
<td>98.84</td>
<td>92.89</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>95.42</td>
<td>84.82</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>70.74</td>
<td>54.21</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>78.46</td>
<td>61.08</td>
</tr>
</tbody>
</table>

Evaluation of the grayscale images showed outstanding results in the accuracy measures, as it can be seen from Table 3, when compared with the exact image but in RGB format. The accuracy
of the model increased with the black and white format with an average of (5.5% for the 24 mega-pixels, 0.42% for the 8 mega-pixels and 12.61% for the 5 mega-pixels). Moreover, with the last image in the 5 mega-pixel images’ set, the model made a wrong prediction with the colored image, but when the same image was tested in the grayscale format, the model was able to make the right prediction with a rather higher accuracy.

According to [42] those results make good sense, as the classification accuracy of a CNN model depends largely on the image lighting, and colored images are susceptible to lighting. The effect of the lighting intensity can be seen in [43] where it was studied thoroughly along with other factors.

5. Conclusions

In this work, a quality inspection system based on deep convolutional neural networks was proposed to study the effect of utilizing DL with CV as an easier way to build an inspection system and more accurate way to classify objects at a low cost. The used object to be classified was a helical gear. It was planned to train the network to classify it according to its shape state, whether being damaged or not. The system was built using Keras framework. A dataset consisted of images of the gears in a healthy and defected state, were used as input for the system. Eighteen experiments were conducted using transfer learning and custom CNNs to build a high-performance system. Employing DenseNet121 with transfer learning yielded a high accuracy model.

The model was trained on the GPU of the computer and took an average of 4 hours for each experiment. The system performance was evaluated on 30 images dataset. They were captured at 3 different resolutions (24, 8 and 5 Mega-pixels). The system showed high accuracies of 99.20%, 99.05% and 97.79% respectively. In addition, it was evaluated with 12 grayscale images which showed results that were superior to their exact colored copies.

Experimental results concluded that using CNNs in quality inspection tasks produced some advantages over traditional computer vision techniques regarding accuracy, cost, feature extraction and implementation difficulty, in which high accuracy was achieved at low costs with automatic feature extraction ability and ease of implementation. At the same time, a disadvantage was also noticed about the CNNs, as they require large datasets, but that issue was avoided by using transfer learning.

Nomenclature

\[\begin{align*}
AI & \quad \text{Artificial Intelligence} \\
a_i & \quad \text{Neuron Input Value} \\
ANN & \quad \text{Artificial Neural Network} \\
b_j & \quad \text{Connector Weight} \\
c & \quad \text{Bias Value} \\
CNN & \quad \text{Convolutional Neural Network} \\
CV & \quad \text{Computer Vision} \\
CPU & \quad \text{Central Processing Unit} \\
DL & \quad \text{Deep Learning} \\
DNN & \quad \text{Deep Neural Network} \\
f & \quad \text{Activation Function} \\
f(z) & \quad \text{Activation Function Output} \\
y & \quad \text{Neuron Output} \\
RGB & \quad \text{Red Green Blue} \\
GAP & \quad \text{Global Average Pooling} \\
GPU & \quad \text{Graphic Processing Unit} \\
M & \quad \text{Number of Training Data} \\
QI & \quad \text{Quality Inspection} \\
q(z) & \quad \text{Pooling Function} \\
R & \quad \text{Goal Value} \\
ReLU & \quad \text{Rectified Linear Unit} \\
R_{ij} & \quad \text{Filter Window} \\
SVM & \quad \text{Support Vector Machine} \\
Y & \quad \text{Model Prediction} \\
z & \quad \text{Activation Function Input} \\
z_{ab} & \quad \text{Pixel Value}
\end{align*}\]
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بناء نظام فحص نوعية عالي الدقة مبني على التعلم بالنقل بكلف قليلاً

أحمد نجاح
فائز فوزي مصطفى
وسام سعدي خضير حجام

الخلاصة

تعتبر مرحلة فحص جودة المنتجات من أهم المراحل في كل مسار إنتاج، حيث يتم فيها تقدير جودة البضائع المنتجة ومقارنتها بالمواصفات القياسية المطلوبة. تحدد الأدوات المستخدمة في الفحص وقوية إجراء الفحص مدى تعقيد النظام. تتطلب وسائل الفحص التقليدية على الطرق اليدوية التي تتطلب تكاليف مختلفة وتشتت كميات كبيرة من الوقت، على العكس من ذلك، فإن أنظمة الفحص الحالية التي تستخدم تقنيات الذكاء الحكيم مثل رؤية الكمبيوتر، تكون أكثر دقة وكفاءة، ومع ذلك، فإن حجم العمل المطلوب لبناء نظام فحص تقني يذكر على رؤية الكمبيوتر كبير جدًا، نظرًا لتكلفة اختبار واسترجاع الخصائص بدءًا من الضرورات القصيرة، مما ينتج عنه أيضاً تكاليف العملاء لمهني الفحص.

في هذا البحث، تم تقديم نهجاً موثقاً يعتمد على الشبكات العصبية التكيفية للتصميم نظام فحص الجودة المستوحى من الدقة والتكلفة منخفضة. تم تصميم النظام باستخدام التعلم بالنقل لنقل الطرق من نموذج تم تدريجياً مشابهة للشبكة العصبية متصلة بالتبرع، لتصنيف حالة المنتج إلى حالة صالحة أو تلفية. تم استخدام التروس الحارية كمجال دراسي، وتم استخدام ثلاث كاميرات بدقة مختلفة لتقديم النظام. أظهرت النتائج البدنية متضت دقة عالية بتلك التكاليف منخفضة واسترجاع ثقالي للميزات.