Abstract

Sensitive information of any multimedia must be encrypted before transmission. The dual chaotic algorithm is a good option to encrypt sensitive information by using different parameters and different initial conditions for two chaotic maps. A dual chaotic framework creates a complex chaotic trajectory to prevent the illegal use of information from eavesdroppers. Limited precisions of a single chaotic map cause a degradation in the dynamical behavior of the communication system. To overcome this degradation issue in, a novel form of dual chaos map algorithm is analyzed. To maintain the stability of the dynamical system, the Lyapunov Exponent (LE) is determined for the single and dual maps. In this paper, the LE of the single and dual maps have been computed numerically. Increasing the dynamical behavior of the system by using more complex chaotic maps leads to inferiority in the overall system performance. So, in this work, the BER performance for the dual and single chaotic maps by exploiting the benefits of a hybrid Chaos Shift Keying-Multiple-Input-Multiple-Output (CSK-MIMO) communication system has been investigated. The results show that the dual tent map has more randomness, whereas the single logistic map has the least randomness. As well as the CSK-MIMO gives a outstanding BER performance when it compared with the SISO system which helps in reducing the system’s inferiority.
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1. Introduction

A chaotic waveform is characterized as being deterministic, non-periodic, and very sensitive to any change in initial conditions, i.e., initializing the system with a slight difference in initial conditions generates a new sequence completely different from the original signal [1]. So, to encrypt sensitive data, a chaotic technique can be utilized to produce a key stream with high randomness. In any case, a single chaotic map is attackable to be descended by chaotic reconstruction since it has a simple structure and weak control boundaries. Dual dimensional chaos has a complicated structure and more parameters [2,3].

To adjust these two factors, a dual chaotic system can be considered [4]. In this paper, dual-chaotic systems that consist of two one-dimensional tent and logistic maps have been designed. The chaotic attractor can be characterized by measuring the degree of sensitivity to initial conditions. Lyapunov Exponents (LEs) describe the increase of very small perturbations in different directions of the state space on a logarithmic scale, when at least one LE is positive, the attractor under
realization characterize by sensitive dependence on initial conditions property and this is termed chaotic [5].

Chaos is utilized in many research areas, such as engineering, mathematics, chemistry, and biology. In communication engineering, chaos introduces important aspects in security as well as multiuser applications in cellular communications. Therefore, chaotic communications is a promising technique in the next wireless generation.

A compound of two 1-D chaotic maps suggests by I. Aouissou et al. [6] for information security. Which achieved a logistic-sine map based on a tent chaotic map as well as a cubic-tent map but for SISO channel. The analysis of LE for the proposed maps has been achieved. The bifurcation diagram was plotted to measure the chaotic range but the authors did not calculate the BER for the proposed system.

J. Pedro et al. [7] propose a compound of two 1-D chaotic maps; logistic and tent maps for the deep zoom technique. They found that the random quality of chaos improved with PRNG when the chaotic parameter and a are increased for SISO communication systems. But also they did not compute the BER to ensure the system performance is not affected by the changing in chaotic behavior. M. Lawnik et al. [8] suggest M-map chaotic system for cryptography applications. They measured the LE and plotted the bifurcation diagram. They showed that the minimum value for LE for the proposed analysis was 2 and the maximum value was 12.

A dual map is suggested to resolve the problem of dynamical degradation. A significant advantage in the dynamical systems analysis is the stability of the system, which can be satisfied by using the LE.

In this paper, the LEs for dual tent and logistic maps have been derived. This paper realizes the feasibility of using MIMO to improve the performance of the communication system due to chaotic degradation. We have studied the performance of CSK with the Alamouti scheme for these dual chaotic maps under the AWGN channel. The use of these schemes allows us to enhance security without degrading the BER performance. An exact method to compute the BER has been utilized and analyzed. This method considers the aperiodicity nature of the chaotic signals [9]. The simulation results refer to the combination of STBC and a single chaotic map can degrade the BER when compared to a dual chaotic map in cost of reducing the information protection.

2. Iteration of Chaotic Map

2.1 Tent Map Iteration

Consider the tent map trajectory \( x; [0,1] \) is expressed as [10]

\[
x_{n+1} = \begin{cases}
\frac{x_n}{a-x_n} & , 0 \leq x_n < a \\
\frac{1-x_n}{1-a} & , a \leq x_n < 1
\end{cases}
\]  

...(1)

The dynamical system trajectory \( x(k) \) is obtained by iterating the chaotic map, i.e.,

\[
x(k) = f^k[x(0)] = f(\cdots f[x(0)]\cdots), \quad k=0,1,2,\ldots,
\]

...(2)

2.2 Logistic Map Iteration

The non-linear paradigm of the logistic map is given in equation (3) [11]

\[
x_{n+1} = \mu x_n(1-x_n), \quad \mu \in [0,4], x_n \in (0,1)
\]

...(3)

The sequence \( \{x_1, x_2, \ldots, x_n\} \) is generated by initializing the initial value \( x_0 \in (0,1) \) depending on the value of a parameter \( \mu \). A new sequence generates when a small change in the initial value occurs and changes in the value. The chaos state behavior occurs with the increase of \( \mu \) values and achieving a chaos state ultimately. When \( \mu > 3.75 \), movement from the sequence \( \{x_n\} \) appears chaotic behavior.

3. Dual Chaotic Iteration

As mentioned above, a single chaotic system is attackable to be attacked by chaotic reconstruction since it has a simple structure and weak control boundaries. A 2-D chaotic map has more parameters and a complex form, but it has a more complex load. To balance these two factors, a dual chaotic map may be utilized. A dual-maps that consists of two 1-D maps has been implemented.

3.1 Dual-Logistic Map

Chaos may be appeared by LOGISTIC 1 and LOGISTIC 2 such as,

LOGISTIC 1: \( x_{n+1} = \mu x_n(1-x_n), \quad \mu \in [3.757,4], x_n \in (0,1) \)  

LOG2: \( x_{n+1} = \eta x_n(1-x_n), \quad \eta \in [3.57,4], x_n \in (0,1) \)

where \( \mu \) and \( \eta \) represent the control parameters. In this case, \( x_{n+1} \) represents the output sequence of LOGISTIC 1, while \( y_{n+1} \) represents the output sequence of LOGISTIC 2 considering \( y_0 = x_{n+1} \).

So, \( \{y_n\} \) is the last output of those two sequences.
It is produced by composing the sequences of LOGISTIC 1 and LOGISTIC 2 [4,12].

3.2 Dual-Tent Map

TENT MAP 1 and TENT MAP 2 are represented as follows,

TENT MAP 1:
\[ x_{n+1} = \begin{cases} \frac{a}{1-x_n} & , 0 \leq x_n < a \\ \frac{1}{1-a} & , a \leq x_n < 1 \end{cases} \quad (6) \]

TENT MAP 2:
\[ y_{n+1} = \begin{cases} \frac{y_n}{b} & , 0 \leq x_n < b \\ \frac{1-y_n}{1-b} & , b \leq x_n < 1 \end{cases} \quad (7) \]

where \( a \) and \( b \) are the control parameter, \( x_0 \) and \( y_0 \) are initial values, \( x_{n+1} \) is the output sequence of TENT MAP 1, and \( y_{n+1} \) is the output sequence of TENT MAP 2 considering \( y_0 = x_{n+1} \).

So, \( \{y_n\} \) is the last output of these two sequences. It is produced by composing the two sequences of TENT MAP 1 and TENT MAP 2 leading to increasing the complexity of chaotic behavior.

4. Lyapunov Exponent

Consider \( |\delta_n| = f^n(x_0 + \delta_0) - f_n(x_0) \) being the \( n \) iteration number of the chaotic sequence, \( x_0 \) denotes the initial condition, and \( \delta_0 \) be the small random number. However, LE formula can be given as,
\[ \lambda = \frac{1}{n} \ln \frac{\delta_n}{\delta_0} = \frac{1}{n} \ln |f'(x_0)| \quad \ldots (8) \]

By expanding the term within the algorithm, the approximation value of the LE can be given as,
\[ \lambda = \frac{1}{n} \sum_{i=0}^{n-1} \ln |f'(x_i)| \quad \ldots (9) \]

If the equation (10) have limit when \( n \rightarrow \infty \), then the LE for the orbit that begins in \( x_0 \) is
\[ \lambda = \lim_{n \rightarrow \infty} \left( \frac{1}{n} \sum_{i=0}^{n-1} \ln |f'(x_i)| \right) \quad \ldots (10) \]

Note that \( \lambda \) depends on \( x_0 \). For points and cycles stable, \( \lambda \) is negative and for chaotic attractors, \( \lambda \) is positive [13].

4.1 LE of Single Logistic [14]

According to Equations (3 and 10),
\[ \lambda = \lim_{n \rightarrow \infty} \left( \frac{1}{n} \sum_{i=0}^{n-1} \ln (\mu - \ln (2\mu x_i)) \right) \quad \ldots (11) \]

4.2 LE of Single Tent [15-17]

According to Equations (3) and (10),
\[ \lambda = \int_a^b \ln \left( \frac{1}{1-x} \right) dx + \int_a^b \frac{1}{1-y} \, dx \quad \ldots (12) \]

4.3 LE of Dual Logistic

LEs of a \( x_n \) sequence denoted by,
\[ \lambda = \lim_{n \rightarrow \infty} \frac{1}{2n} \ln [D_n^T D_n] \quad \ldots (13) \]
whenever \( D_n \) is the limit exists. Uppercase \( T \) represents the transpose.

From Equations (10, 11 and 13), a dual logistic map can be expressed as,

\[ \lambda = \lim_{n \rightarrow \infty} \frac{1}{2n} \sum_{i=1}^{n-1} \ln [\mu - 2\mu x_n] \text{= [} \mu - 2\mu x_n] \text{= [} \mu - 2\mu x_n] - d] \quad \ldots (14) \]

where \( d \) is the change in initial value.

4.4 LE of Dual Tent

According to equations (10,12 and 13), a dual tent map can be derived as,

\[ x_{n+1} = \begin{cases} \frac{a}{1-x_n} & , 0 \leq x_n < a \\ \frac{1}{1-a} & , a \leq x_n < 1 \end{cases} \quad \text{Let, } \frac{a}{1-x_n} \quad \ldots (15) \]

For dual;
\[ \lambda = \lim_{n \rightarrow \infty} \frac{1}{2n} \sum_{i=1}^{n-1} \ln |f'(x_i)| \quad \ldots (16) \]

5. CSK-MIMO Communication System

Let us consider \( x(t) \) as the signal that is generated by any chaotic map and defined in the previous section. In CSK, the chaotic signal will occur if \( \text{a} \text{'} + 1 \text{'} \) is transmitted and an inverted copy of the chaotic signal will appear if \( \text{a} \text{'} - 1 \text{'} \) is transmitted. Therefore, the transmitted signal can be denoted as [18-20,24],
\[ s(t) = \begin{cases} x(t) & \text{if } \text{a} \text{'} + 1 \text{'} \text{ is transmitted} \\ -x(t) & \text{otherwise} \end{cases} \quad (17) \]

Let us consider the time interval of the data symbols \( (s_1 = \pm 1) \) denoted by \( T_s \), then the chip interval of the chaotic sequence will be \( T_c = x(kT_c) \). However, The transmitted signal is expressed as,
\[ u(t) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} s_l x_{\beta + k} \quad (18) \]

where \( \beta \) represents the spreading factor \( (\beta = \frac{T_s}{T_c}) \).

Then, the signal received at the receiver side is denoted as,
\[ r(t) = u(t) + n(t) \quad (18) \]
where \( n(t) \) represents the AWGN with zero mean and variance \( \sigma_n^2 \). At the receiver, the received signal is first despreaded by generating an exact replica of the chaotic signal that is generated at the transmitter, after that the symbols are integrated over symbol duration \( T_s \). At last, the sign of the decision variable will be computed [9,21], such as,

\[
D_{sl} = \text{sign} (s_l T_c \sum_{k=0}^{\beta-1} (x_l(t+k)) + w_l) = \text{sign}(s_l E_b^{(l)} + w_l) \quad \text{...(19)}
\]

Where \( \text{sign}(\cdot) \) represents the sign operator, \( E_b^{(l)} \) denotes \( l \)th bit energy and \( w_l \) is the AWGN computed after despreading processing.

**2×2 Space Time Block Code (STBC)**

Fig. 1 shows the block diagram of CSK-MIMO transmitter with two antennas and two receive antenna.

---

Fig. 1 2×2 MIMO-CSK communication scheme.

The designed symbols for STBC denoted by,

\[
S = \begin{bmatrix} s_1 & -s_2^* \\ s_2 & s_1^* \end{bmatrix} \quad \text{...(20)}
\]

**Table. 1**, \nThe transmitted signal

<table>
<thead>
<tr>
<th>Time interval</th>
<th>( s_1(t) ) from first transmitter</th>
<th>( s_2(t) ) from second transmitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0, \beta T_c])</td>
<td>( s_1 x_k )</td>
<td>( s_2 x_k )</td>
</tr>
<tr>
<td>([\beta T_c, 2\beta T_c])</td>
<td>(-s_2^* x_{k+\beta})</td>
<td>(s_1^* x_{k+\beta})</td>
</tr>
</tbody>
</table>

**Table. 2**, \nThe signal received by the first receiving antenna

<table>
<thead>
<tr>
<th>Time interval</th>
<th>Received signal on first receiving antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0, \beta T_c])</td>
<td>( h_{11} s_1 x_k + h_{21} s_2 x_k + n_k^1 )</td>
</tr>
<tr>
<td>([\beta T_c, 2\beta T_c])</td>
<td>(-h_{11} s_2^* x_{k+\beta} + h_{21} s_1^* x_{k+\beta} + n_k^2 )</td>
</tr>
</tbody>
</table>
The signal received by the second receiving antenna

<table>
<thead>
<tr>
<th>Time</th>
<th>Received signal on second receiving antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, \beta T_c]</td>
<td>\text{h}<em>{11}s_1x_k + \text{h}</em>{22}s_2x_k + n_k^i</td>
</tr>
<tr>
<td>[\beta T_c, 2\beta T_c]</td>
<td>-\text{h}<em>{12}s_2x</em>{k+1} + \text{h}<em>{22}s_2x</em>{k+1} + n_k^i</td>
</tr>
</tbody>
</table>

The \(i\)th bit energy is denoted by \(E_b^{(i)} = \sum_{k=1}^{\beta -1} x_k^{(i)}^2\).

The equivalent baseband of the symbol at \(R_{s1}\)

<table>
<thead>
<tr>
<th>Time</th>
<th>The equivalent baseband of the symbol at (R_{s1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, \beta T_c]</td>
<td>\text{Y}<em>{11} = E_b (\text{h}</em>{11}s_1 + \text{h}<em>{22}s_2) + N</em>{11}</td>
</tr>
<tr>
<td>[\beta T_c, 2\beta T_c]</td>
<td>\text{Y}<em>{21} = E_b (-\text{h}</em>{11}s_2^* + \text{h}<em>{22}s_1^*) + N</em>{21}</td>
</tr>
</tbody>
</table>

Where, \(N_{11} = \sum_{K=1}^{\beta} n_k^i x_k\) and \(N_{21} = \sum_{K=1}^{\beta} n_k^2 x_{k+1}\) represent AWGN components.

The equivalent baseband of the symbol at \(R_{s2}\)

<table>
<thead>
<tr>
<th>Time</th>
<th>The equivalent baseband of the symbol at (R_{s2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, \beta T_c]</td>
<td>\text{Y}<em>{12} = E_b (\text{h}</em>{12}s_1 + \text{h}<em>{22}s_2) + N</em>{12}</td>
</tr>
<tr>
<td>[\beta T_c, 2\beta T_c]</td>
<td>\text{Y}<em>{22} = E_b (-\text{h}</em>{12}s_2^* + \text{h}<em>{22}s_1^*) + N</em>{22}</td>
</tr>
</tbody>
</table>

\(N_{12} = N_{11}\) and \(N_{22} = N_{21}\) represent AWGN components and \(h_{11}, h_{22}, h_{12}\) and \(h_{22}\) are the channel coefficients for \(2 \times 2\) scheme. The above formulas are derived in [6]. The received vector is expressed as,

\[Y = E_b HS + N\] ... (21)

The data are estimated by multiplying the vector \(Y\) by the conjugate transpose of \(H\) (equation 22) and then computed by the decision variable (equation 23);

\[
\begin{pmatrix} D_{s1}^* \\ D_{s2}^* \end{pmatrix} = H^*Y \] ... (22)

The estimated bits are computed from the sign of the decision variables,

\[s_1 = \text{sign } D_{s1}; \quad s_2 = \text{sign } D_{s2} \] ... (23)

5.1 Performance Analysis

Let us consider the channel coefficient is constant for \(2 \times 2\) STBC under the assumption of AWGN. The BER formula of the proposed scheme is expressed in (24) [21,22,24].

\[
P_e (E_b^{(i)}) = \frac{1}{2} \text{erfc} \left( \sqrt[2]{\frac{h_{11}^2+h_{21}^2+h_{12}^2+h_{22}^2} {N_0}} E_b^{(i)} \right)
\]

Now, \(Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-u^2/2)\)

\[
B_{E_b^{(i)}} = \sum_{n,p=1}^{2} h_{n,p}^2 \sum_{l=0}^{\beta -1} E_{xl} \left( \sum_{l=0}^{\beta -1} x_l^2 \right) \frac{1}{N_0}
\]

\[
\sum_{l=0}^{\beta -1} x_l^2 = E_b^{(i)} \] is the chaotic symbol energy, and

\[E_{xl} = \int_0^{\infty} p \left( E_b^{(i)} \right) dE_b^{(i)} \]

The BER formula for \(2 \times 2\) STBC is formulated as,

\[
\text{BER} = \int_0^{\infty} \frac{1}{2} \text{erfc} \left( \sqrt{\frac{h_{11}^2+h_{21}^2+h_{12}^2+h_{22}^2} {N_0}} E_b^{(i)} \right) p \left( E_b^{(i)} \right) dE_b^{(i)} \] ... (24)

Where \(p \left( E_b^{(i)} \right)\) is the PDF of the \(E_b^{(i)}\). The BER formula resulted from integration given in equation (24). To compute the integral in equation (24), the distributed energy must be considered. Because of the PDF consider to be intractable, the method to compute the BER is evaluating the histogram of \(E_b^{(i)}\) followed by a numerical integration [18,19,18]. Fig. (2) presents the histogram of the \(E_b^{(i)}\), for 50000 samples obtained by simulation and \(\beta=4\).
Applying numerical integration, the BER formula is expressed as,

$$\text{BER} = \sum_{i=1}^{m} \frac{1}{2} \text{erfc} \left( \frac{(h_{11}^2 + h_{12}^2 + h_{21}^2 + h_{22}^2) E_b}{N_0} \right) p\left( E_b^{(i)} \right) \quad \ldots (25)$$

In the above equations, $m$ denotes the number of histogram classes and $p\left( E_b^{(i)} \right)$ is the probability of the energy in interval centered on $E_b^{(i)}$.

### 6. Results and Discussions

Fig. 3 shows the single logistic map providing the chaotic behavior beyond $\mu = 3.57$. This map has more randomness $\mu = 3.8$ and LE equals 0.5. Fig. 4 presents the single tent map. It is observed that this map has chaotic properties within the range (0,1) of a control parameter (a). It has more randomness when the value of (a) is greater than 0.5 and LE equals 0.85. A dual logistic is provided in Fig. 5. It has more randomness when $\mu > 2.35$ and $\mu < 4$. More randomness appeared at $\mu = 4$ and LE equals 0.81.

Fig. 6 presents the dual tent which has chaos properties in the range (0,1) of a. It has more randomness when $a = 0.5$ and LE at equals 1.2. We observed from Fig. 3 and Fig. 4 that when a very small change in initial values say $10^{-16}$, a new chaotic sequence is generated completely different from the current state. Therefore, with increasing the time of iteration more than 20 times, the difference exponentially increases. For the dual logistic map in Fig. 5, this difference appears with increasing the iteration time more than 40 times, after this value, the difference exponentially increases.

In Fig. 6, the dual tent map has the difference between two sequences is very sensitive to a very small change in initial conditions. However, this map shows better sensitivity to initial conditions. Whereas, the single tent map provides the best sensitivity than dual single and logistic maps according to results obtained from LE.

Table (6) summarizes the values of LEs for presented chaotic maps.

<table>
<thead>
<tr>
<th>Chaotic map</th>
<th>LE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single logistic</td>
<td>0.5</td>
</tr>
<tr>
<td>Single tent</td>
<td>0.85</td>
</tr>
<tr>
<td>Dual logistic</td>
<td>0.81</td>
</tr>
<tr>
<td>Dual tent</td>
<td>1.2</td>
</tr>
</tbody>
</table>

From the above table, it is observed that the dual tent has the most randomness whereas the single logistic map has the least randomness.

In Fig. 7, the BER is degraded for single map when a $2 \times 2$ is considered for the system. Also, for a dual tent, when the system is compensated with $2 \times 2$ STBC, the SNR will gain 0.5 dB as compared to $2 \times 2$ single logistic for the same BER under the AWGN assumption. It is noted that there is a tradeoff between the randomness and BER performance. So, the BER performance can be achieved by implementing $2 \times 2$ single tent map at the cost of reducing randomness.

From Figs. 3, 4, 5, and 6, we observed that chaotic maps give highly distinct sequences as...
compared to the PN sequence generator. The degree of distinctness is more for the dual chaotic map as compared to the single chaotic map.

Now, let us suppose that $x_n$ and $y_n$ are two-sequence with length $N$. The auto-correlation and the cross-correlation are defined in equations (26 and 27) respectively [4].

$$R_x(j) = \frac{1}{N} \sum_{i=1}^{N} x_i x_{i+j} \quad \ldots (26)$$

$$R_{xy}(j) = \frac{1}{N} \sum_{i=1}^{N} x_i y_{i+j} \quad \ldots (27)$$

where $N$ is the sequence’s length and $j$ is the distance between two chaotic elements.

Fig. 8 shows the auto-correlation of dual tent. The auto-correlation is maximum at zero time shift. Fig. 9 presents that the single tent map provides a cross correlation function near zero (maximum value 0.0085) when compared to dual tent (highest value 0.028). However, the two sequences of single tent satisfy the orthogonality property more than dual tent map.

![Fig. 3. The difference between two single logistic and its LE.](image-url)
Fig. 4. a) The difference between two single tent and its LE.
Fig. 5. The difference between two dual logistic and its L.E.

Fig. 6. The difference between two dual tent and its L.E.
Fig. 7. BER for single and dual maps.

Fig. 8. auto-correlation of dual tent.
6. Conclusions

The data encryption based on the dual chaotic presented in this work has excellent randomness. The LEs for the single and dual maps have been computed numerically. In this work, the exact BER for dual and single chaotic maps modulated CSK 2 × 2 STBC under AWGN has been investigated. The final results show that the randomness of the dual tent map is better than the single tent map, single logistic map, and dual logistic map. As well as the 2 × 2 CSK-MIMO gives a better BER performance as compared with the SISO system.
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الخلاصة

ان الحفاظ على سرية المعلومات عند انتقالها خلال الوسط من وإلى المستخدم تعتمد على الامور الضرورية جدا، الاسارة الفوضوية تعتبر من الخيارات الممتازة لتشغير الاشارات حيث لا تتكرر الاشارة الذاتية للإشارات الأخرى بشكل امتصاص يتجاوز عن التحدث او الاتصال. الاشارة الفوضوية الثنائية تعتبر من الخيار الأكثر فوضوية من الاضاءة الممكنة حيث توجهت اشارة محددة نوعية للإشارات الفوضوية الثنائيةية وتتم في هذا البحث، تم تصميم نوعين من الاشارة الفوضوية الثنائيةية ونتيجة لانتشار النوعية للإشارات الفوضوية الثنائيةية وقد تم في هذا البحث استخدام تقنية متعددة (Lyapunov Exponent (LE)) مدى إلامية كل إشارة من خلال انتقال خواصية للكن نوع وتتمثل بـ

الإشارات الفوضوية تسمح بتصنيف الاتصالات وضوئية للاستخدام في الأشارة الفوضوية يؤدي إلى تقليص الإشارة بسبب زيادة سرية المعلومات (العلاقة العكسية بين الإشارة الفوضوية والاتصال) النتائج بينت بأن Dual chaotic map أعطت أعلى قيمة من LE بالنسبة لـمن الاشارة الفوضوية من بين الاشارة المتعددة في البحث الاشارة الفوضوية الثنائيةية أظهرت أعلى قيمة من LE، ما يعني أنها أكثر فوضوية من بقية الإشارات المتعددة.
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